MANET Security:
Background and Distributed
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Network Security Lab

MANETs

® Mobile Ad hoc NETworks

- Mobile nodes communicate using wireless links
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Network Security Lab

MANETs vs. Sensor Nets

® Base station central
point of trust

® Data aggregation

® | imited computing,
memory and energy

® |arge scale,
redundancy

Computer Science at
3 Columbia University
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Network Security Lab

Uses of MANETSs

® Where infrastructure cannot be deployed,
must be deployed rapidly, or is at risk

TP TS O mllltary/tactlcal networks
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MANETs

Headquarter

Computer Science at
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Network Security Lab

Security in MANETsSs

= Lack of clear line of defense

® Mobile nodes function as routers

® Wireless channel accessible to both legitimate nodes and
attackers

Many MANET protocols assume trusted and co-operative
environment
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Network Security Lab

Security in MANETsSs

- Routing attacks

® misbehaving nodes may attract traffic to see, modify
or drop it

- Denial of service attacks
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Securing MANET s

MANET Security

R

Prevention Detection Attacks

W~

Key Data Routing  Others |ps Specific detection

mgmt protection

~ Badnode

E— - "
o [T . 15 =

Monday, June 28, 2010



Network Security Lab

Taxonomy

MANET Security

R

Prevention Detection Attacks
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Network Security Lab

Key management

® Many attacks prevented using cryptographic
means

® Require scalable key management solution
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Network Security Lab

Public key distribution
® Problem:Availability of CA

® Solutions

- Threshold cryptography

® Divides the private key into n shares (sl,s2,...,sn)

® (t+l]) parties can perform operation, t parties cannot; n > 3t+|

} Lt -l o ) 5 - WSS L B SR & vy o

1é .« ¥y L - e P : ) . » i - : ™ " - A L] L of i i T

5 » 0] et i -l w4 ¥ pw 5 o I 2 p - LECCPRg] TN X 8

Rl AT Tt :F b i T S e P B f “' L ey ” = Ay - o B a:,.l = et ( 'L 2 {e " d 0 - prat L
(ae B o .- - ) S ’ p P~

. —

[Hubaux, Buttyan, Capkun, MobiHOC, 2001]

Monday, June 28, 2010



Network Security Lab

Key management in sensor networks

® Challenges
= Public key system impractical
= Vulnerability of physical capture
- Lack of a-priory knowledge of deployment configuration
- Limited resources
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Network Security Lab

Key pre-distribution

® Problem: Not enough space to store pairwise keys for all
possible neighbors

® Solution
- Pre-distribute random subset of keys
- Pairwise key between the nodes if they share any of those keys

- Multi-path key establishment for neighbors not sharing keys
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Key pre-distribution scheme (cont.)

® Blom’s key pre-distribution scheme
-  G:[A+1,N] matrix, D:[A+1,A+1],A=(D.G)T
- k* row of A and k™" column of G stored in node k

- K =A.G, key matrix; A- secure

® Multiple-space key pre-distribution scheme

- Generate w key space (D1,G), (D2,G)...(Dw,G)

W B . ¥ 5 . > =1 | =y LN d P | : . - ) . . - . - - .

A L - ol ar” 4 A\ \ o 3 - - 2 AN A XA Al e LA e 4 L 30 ol 4

¥ [ -: ] ,' = , DUC PC S | O )5S C Bt~ s SR Eh i 0L e TR e & Y .
b - ! R e N S B P o Yo o Hy ¢ e O = i g §i 7 — A s -‘., - -

(B o e
;

[Cagalj et. al., S&P 2006]

Monday, June 28, 2010



Network Security Lab

Taxonomy
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Network Security Lab

Securing Data

® uTESLA:Authenticated broadcast

Delayed disclosure of symmetric keys

Requires loose time synchronization and authenticated key-chain
commitment

Each key is a key in hash chain

® Time synchronization

- Pairwise time synchronization

g8 Shared nature of W|reless medium caIIs for recordlng the time only when the acket %
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Securing Data (cont.)

® Problem: Compromised sensor nodes may introduce false
data

® Solution

- Hierarchical aggregate computation

» Aggregation commit phase: Each node commits to the results obtained from
its children

2 Result checklng phase Each node can verlfy that thelr result ‘was taken by s
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Network Security Lab

MANET routing protocols

® On-demand routing algorithms
= Dynamic source routing (DSR)

- Ad hoc on demand distance vector routing (AODYV)

® Link state algorithms

- Optimized link-state routing (OLSR)
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Routing Attacks

® Forge initiated routing packets
- Cannot be detected using cryptographic techniques

- IDS (e.g., DMEM) can detect it

® Forge forwarded routing packets and node identity

- Cryptographic techniques can detect it
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Routing Attacks (cont.)

® Rushing attacks

- The attacker forwards the ROUTE REQUEST more quickly than legitimate nodes

® The route is discovered through the attacker

® Worm hole
® Black hole

® Ad Hoc Flooding Attack (AHFA)

Figure 1. Wormhole attack. The

- Attacker broadcasts mass route request packets adversary controls nodes X and Y and
connects them through a low-latency link.

® JellyFish
- Targeted against closed-loop flows such as TCP
- Conforms to all routing and forwarding specifications

- Reorder attacks

®  Delivers all the packets, but after placing them in reorder buffer

- Periodic dropping attacks

®  Drop all packets for a short duration once per RTO

- Delay variance attacks Computer Science at
21 Columbia University
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Routing Security

® Ariadne

- Based on DSR (dynamic source routing)

- Uses TESLA, digital signature or pairwise keys for
authentication

- Route discovery

) Target authentlcates Route Requests usmg MAC
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Preventing Routing Attacks

® Rushing attacks prevention
- Secure neighbor detection

= Each node collects a number of REQUESTSs and forwards one

® Flooding Attack Prevention (FAP)

- Neighbors of attacker records the rate of route request
- Denies the requests after threshold is reached

- Easy to break the scheme, if the attacker pretends the request
is a forwarded request!

Computer Science at
23 Columbia University
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Preventing Routing Attacks (cont.)

® VWormhole attack prevention
- Directional antennas: Divides the region into 6 zones

- Directional neighbor discovery
® A hears B from the opposite zone of B hears A

® Cannot detect wormhole if nodes are in opposite zones relative to worm
hole end points

- Verified neighbor discovery protocol

® A verifierV can verify the link A&=> link g%
- zone(B,A) != zone(B,V); zone(B,A) != zone(V,A) <b

- Strict neighbor discovery

® Above scheme fails if A & B are unable to communicate, but close enough
to have a verifier that can communicate with both A & B

- Zone(B,V) cannot be both adjacent to zone(B,A) and zone(V,A)

Computer Science at
24 Columbia University
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Network Security Lab

Transport for Mobility

® Network and transport layer solution for multi-homing
and mobility [Nikander,Ylitalo,Wall, NDSS 2003]

- |P address has dual role host identity and topological location

® Security problems with multi-homing and mobility

- Address stealing

-y
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- Address flooding
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Taxonomy
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|DS Architecture

® |DS Requirement

- Distributed, without centralized point

® Needs practical and scalable approach to gather evidence from other nodes
- Links are much more unreliable

- Limited bandwidth and computing power

® Solutions

- Local intrusion detection architecture (LIDS) [Albers et al WIS, 2002]
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Routing attack detection

® Routing Attack detection based on specification

- Based on extended finite state automation (EFSA) of AODV
® Detects invalid state, transition and action violation
- DMEM for OLSR
® Detection by validating the consistency among related routing messages

® Example: Neighbors in Hello messages must be reciprocal

® |[ntrusion response

- Topology dependency index (TDI)

- ® Number of nodes that cannot be reached W|thout the attacker
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Network Security Lab

Compromised/Selfish node detection

® Tamper resistant hardware

® Node replication attacks
Replicas of a compromised node planted in the network

Neighbors forward the location claim of a node to randomly selected
witnesses

High probability of collision (birthday paradox)

- Lower overhead if the intermediate routers also acts as witnesses

® Reputation mechanism
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Other attack detection

® Secure implicit sampling (SIS)

- Detection against denial of broadcast messages

- Elicits authenticated acknowledgements from subset of
acker
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Related work:
network capabilities

® (Capability implemented in early computer
systems (1984)

® “visas’ for packets (1989)

® Network capabilities to prevent DoS in wired
networks (2003)

- Capability assigned by receivers

- Links in the path between a sender and receiver
cannot be snooped

Computer Science at
33 Columbia University
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What can we do!

® For open environments: tomorrow

® For closed (e.g., military) environments:

= rede5|gn network from scratch
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Network Security Lab

Securing MANET s

® Firewalls keep away malicious traffic from set
of nodes

® Placed on the perimeter, enforcing policy

- Nodes inside trusted; outside potential enemies

® MANETs have no well-defined perimeter

Computer Science at
35 Columbia University
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Distributed Firewalls
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Network Security Lab

Distributed Firewalls

® Traditional Firewalls: broken assumptions
- Inside trusted, outside untrusted

- Machines require uniform external access
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Distributed Firewalls

® Traditional Firewalls: broken assumptions
- Inside trusted, outside untrusted

- Machines require uniform external access

® Policy centrally defined; Enforcement at end hosts
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Distributed Enforcement

® (Capability: access rules and bandwidth
constraints represented using capabilities

® Deny-by-default: every packet in the network
need to have an associated capability

® Unauthorized traffic dropped closer to the
source

® Protects end-host resources and network
bandwidth

Computer Science at
37 Columbia University
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DIPLOMA

stributed Policy enfOrceMent Architecture tor
MANETsSs

® Enforcement done at all nodes

® Access and bandwidth control

® (Capability based access control

= Useful for highly dynamic environments
® Nodes participating not known in advance
® Same IP may be assigned to multiple nodes

- Rule update does not require populating to all the nodes

- Prevents source address spoofing Gt sty
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DIPLOMA
Components

Policy language for access control and
bandwidth access

® Rules and algorithms for deriving new
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Capability

® Access control and bandwidth limitation represented
using capability (KeyNote [BFIK99])

- ldentity of the principal
- lIdentity of the destination
- Type of service and bandwidth

- Expiration date
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Policy loken Example

serial: 130745
owner: unitO|.nj.army.mil (public key)

destination: *.nj.army.mil
service: https

bandwidth: 50kbps

explratlon 2010-12-31 23:59: 59
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Network Capability
Example

serial;: 1567

owner: unitO|.nj.army.mil (public key)
destination: unit02.nj.army.mil
bandwidth: |1 50kbps

expiration: 2009:10:21 13:05:35
issuer: unit02.nj.army.mil
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Protocol

® (Capability associated with each communication session

- Transaction identifier and signature

® (Capability Establishment

= Source node informs the intermediate nodes about
transaction identifier, capability and key for signature

® Smaller keys used for per packet signature

® Sender

- Adds transaction id, sequence number and signature to the
packet

® |ntermediate nodes and Receiver

Verifies the packet (probabilistically) for signature and

bandwidth Computer Science at
43 Columbia University
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Capability Establishment
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Data Transfer

[nitiator [nternudiate Intermidiate Responder
Node 1 Node 2

1N —
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Node State

® (Capability Table (intermediate nodes)

- Sessions passing thru the node

® T[ransaction Table (sender)

- Sessions initiated by the node
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Node Operations - Sender

Application
process
has data to send

s there a Is there a
capability transaction
associated with associated with

the data? data?

Drop the packet
and notify the

application

Yes Yes

Create a
transaction id and
send the policy
token to the
destination

Append the
transaction id and
signature to the
packet.

Wait for data to
fall within the within the
allocated allocated
bandwidth bandwidth ?

Yes

Send the packet and

update the
bandwidth usage

Computer Science at
Columbia University
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Node Operations - Sender

Application

process
has data to send

s there a Is there a
capability No| transaction

associated with associated with
the data? data?

Drop the packet
and notify the

application

Yes Yes

Create a
transaction id and
send the policy
token to the
destination

Append the
transaction id and
signature to the
packet.

Wait for data to
fall within the within the
allocated allocated
bandwidth bandwidth ?

Yes

Send the packet and

update the
bandwidth usage

Computer Science at
Columbia University

49
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Node Operations - Sender

Application

process
has data to send

s there a Is there a
DToR the paciet capability transaction
ar;d I};):Iafsi,::e [m associated with m associated with
oP the data? data?

Yes Yes

Create a
transaction id and
send the policy
token to the
destination

Append the
transaction id and
signature to the
packet.

Wait for data to
fall within the within the
allocated allocated
bandwidth bandwidth ?

Yes

Send the packet and

update the
bandwidth usage

Computer Science at
Columbia University
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Node Operations - Sen

Application
process
has data to send

Monday, June 28, 2010

s there a
capability
associated with
the data?

Drop the packet
and notify the
application

Yes

Create a
transaction id and
send the policy
token to the
destination

Wait for data to
fall within the
allocated
bandwidth

49

Is there a
transaction
associated with
data?

Yes

Append the
transaction id and
signature to the
packet.

within the
allocated
bandwidth ?

Yes

Send the packet and

update the
bandwidth usage

er

Computer Science at
Columbia University



Network Security Lab

Node Operations - Sender

Application
process
has data to send

s there a Is there a
capability transaction
associated with associated with

the data? data?

Drop the packet
and notify the
application

Yes Yes
Create a
transaction id and \ Appe_nd ?he
transaction id and

send the policy !
token to the signature to the
inati packet.
destination

Wait for data to
fall within the [m within the
allocated allocated

bandwidth

bandwidth ?

Yes

Send the packet and
update the

e ¥ Computer Science at

Columbia University
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Node Operations - Sen

Application
process
has data to send

Monday, June 28, 2010

s there a
capability
associated with
the data?

Drop the packet
and notify the
application

Yes

Create a
transaction id and
send the policy
token to the
destination

Wait for data to
fall within the
allocated
bandwidth

49

Is there a
transaction
associated with
data?

Append the
transaction id and
signature to the
packet.

within the
allocated
bandwidth ?

Yes

Send the packet and
update the
bandwidth usage
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Node Operations - Sen

Application
process
has data to send

Monday, June 28, 2010

s there a
capability
associated with
the data?

Drop the packet
and notify the
application

Yes

Create a
transaction id and
send the policy
token to the
destination

Wait for data to
fall within the
allocated
bandwidth

49

Is there a
transaction
associated with
data?

Yes

Append the
transaction id and
signature to the
packet.

within the
allocated
bandwidth ?

Yes

Send the packet and
update the
bandwidth usage
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Node Operations - Sen

Application
process
has data to send
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associated with
the data?

Drop the packet
and notify the
application

Yes

Create a
transaction id and
send the policy
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Wait for data to
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allocated
bandwidth
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Is there a
transaction
associated with
data?

Yes

Append the
transaction id and
signature to the
packet.

within the
allocated
bandwidth ?

Yes

Send the packet and
update the
bandwidth usage
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Node Operations - Sen

Application
process
has data to send
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s there a
capability
associated with
the data?

Drop the packet
and notify the
application

Yes

Create a
transaction id and
send the policy
token to the
destination

Wait for data to
fall within the
allocated
bandwidth

Is there a
transaction
associated with
data?

Yes

Append the
transaction id and
signature to the
packet.

within the
allocated
bandwidth ?

Send the packet and
update the
bandwidth usage

er

Computer Science at
Columbia University



Network Security Lab

Node Operations — Intermediate Node

Received a packet
for forwarding

Is it a valid Is it a capability
request request packet

Create/update
capability
database entry
and forward
packet

Is there a
capability entry
for the packet

pes data pas
the signature
and bandwidth
tests?

Drop the packet

Yes

Send the packet and

update the
bandwidth usage

Computer Science at
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Node Operations - Receiver

Node received a
packet

Does it contai Is it a new

the right Yes) connection
capability

request

Is there a
capability
associated with
the packet

Initiate a
capability
establishment in
the reverse path

Yes

Does data pas
Drop the packet No signature and
pandwidth tests

Yes

Remove the
capability headers .
and send data to the Computer Science at

application Columbia University
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Routing Traffic

® Attacks can be launched using routing
traffic alone

® DIPLOMA limit the number of route

ot T4 . - - 3 -
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Multicast Traffic

® Multicast Policy Tokens (MPT)

- Contains multicast group and bandwidth allowed

® DI|PLOMA enabled On Demand Multicast Routing Protocol
[LSGOO]

- Join Query and Join Reply has MPT

Tom Query

Jom Reply

2. Forward Join Query

\1.‘ﬁ<-——-—- _______

3. Send Join Reply
omputer Science at
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Challenges

® Route Change
® Selfish Nodes
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Route Change

® Frequent route change in MANET due to mobility

® New intermediate node get state update from
upstream node

- Changes localized

Initiator Internudiate New Internudiate Responder
Node |

DL IDr , TX

S0

INFO, 1IN, Y
-

DI, IDr , TXG, Dagas PO, TXG, 16
] DL 1Dy | I'Xi |

e, IDr| D-TXa (Ci)e. 1

t

Da a2
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Selfish Nodes

® MANET requires co-operation of nodes
- Routing protocols

- Packet forwarding

® DI|PLOMA requires
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) . | L 2 D e ) Sl ’ 5
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Capability Misuse
® Nodes may reuse the same capability for
multiple sessions

- Consolidated capability

- Multiple disjoint paths

® Distributed IDS to detect it [7100
Yoy * gy e & ot - C o, LT EdE) it ) P Py "-'. e B " e - AL ol o p e ey » ‘[' T "'. ']-, T .. ‘.‘-'- \_ 2 b s Pl g '”. P
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Resource Allocation

® Policy tokens at hosts > Access control

® Network capabilities = Bandwidth

- Allocated by the receivers according to the

2 p s 545 g ; A o e s - &5 CEL B S
3 0 R e g4 A el (o) : o » p A o o ol s PE T BT .
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Feasibility

® Memory and CPU per packet high in
MEVNSIIN

- lechnology trend: Faster and more power
efficient processors

- iPhone: 624 MHz Arm-1 | processor 128 MB

» Wi ) R . v y i ' X ~ oa, ) it y g s ke v - "
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GloMoSim

e (Global Mobile Information
System Simulator

® Discrete event simulator

® A layered approach —
communication using APls

® Added DIPLOMA layer

OCesSS I"t ‘L. > ebiags £ O
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GloMoSim

. bal bile Information
System ulator

@ D|Screte event Slmulator Applications Trathic Generatol

o A Ia)lered approach —_ Transport Layer: TCP. UDP
communication using APIs

Network Laver: IP

® Added DIPLOMA layer ! ;

{ Wireless Network Layer: Routing ‘

- Process protocol packets r I

e - Data Link
- Capability establishment and | MAC

enforcement | ! !

7 | Radio Model
- Bandwidth enforcement I

. Propagation Model’'Mobility Model
- Supported packet processing [ S ‘
delay
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GloMoSim

. bal bile Information
System ulator

@ D|Screte event Slmulator Applications Trathic Generatol

® A layered approach —
communication using APIs

® Added DIPLOMA layer

- Process protocol packets

e - Data Link
- Capability establishment and | MAC

enforcement | ! !

7 | Radio Model
- Bandwidth enforcement I

[ Propagation Model/Mobility Model ‘

- Supported packet processing
delay

Computer Science at
60 Columbia University
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Parameters of Interest

® |atency of packets

- Time taken for a packet to reach from a source
to destination

Monday, June 28, 2010
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Input Parameters

® Radio range = 377m, link bandwidth = 2 Mbps, 802.1 |
MIN@®

® Packet processing time = 0.0l mS (equavalent to
| 00Mbps for 128 B packets)

® Database: insertion = 0.01 mS, lookup = 0.005 mS
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Latency of first packet

Latency of first packet (ms)

Number of hops

® (Capability establishment, database lookup, signature
verification, larger header (36B)

® Overhead (35.8 mS,41.6 mS, 60.9 mS) — About 20.5%

Computer Science at
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Average Latency

£
@
ge]
®
Q.
o
o
QO
B
)
=
@
®
@
o
o
2
<C

3 -
Number of hops

» Database lookup, signature verification, larger header (36B)
* Overhead (0.6 mS, 1.2 mS, 1.6 mS) — About 8%
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Throughput (CBR)

| QetO0
f At
! JetD

fetON
00000

S00000

400000

< 00000

toumber of nogs

* Throughput overhead: 2% lower for our scheme
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Throughput (FTP)

800000
700000 B
800000
500000

400000

B
g
-
&
£

300000

200000

100000

Number of hops

* Throughput overhead: 5.3% lower for our scheme
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Route Change

Of;< no moo.lt,'
CAPrUNO MOoDiity) =~~~
OrQ( with modwiRty

Capri weh modiley

Number of cackats oaved

10

FPachetl mtereal (ma

* Original Drops: 108mS worth of traffic
e Our scheme: 155mS
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Mobility on Grid

&
&
Q
]
(& 4
£
)
]
8
Q.

* PDR overhead: 1.6% (50mS), 9.14(25mS) lower for our
scheme
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Resilience against misbehaving nodes

e S|-DI:CBR 512B,40mS
e 52-D2:CBR 512B,20mS
e 53-D3:CBR 512B, |OmS

69
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Resilience against misbehaving nodes

V0000
8 00000
700000
000000

500000

400000

300000

200000

100000

o L A A A A
10000 20000 30000 40000 %0000 &0000

Allocated bandwdth (Bytes per Secon
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Orbit Lab

® 400 nodes with 802.11 radios
- 20x20 grid, node | m apart

® 2 node sandboxes for testing
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Linux Implementation
® Without changes to any application
® |mplementation using netfilter queue
: gives the packet to user level daemon

® Outgoing Packet
Establish capability if first packet

- Add transaction id, seq. number, sighature
® Transit Packet > Validate the packet

® Received Packet
= Packet verification

- Strip the capability headers

® Change MTU size to avoid fragmentation Computer Science at
72 Columbia University
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Implementation
APPLICATION) ”D.w (iippml:m.g;:)

H\‘—‘*’ ENGINE
f f g

(Userspace
Kernel space

mangle,
- LOCAL-OUT
¥ | filter, NAT, filter

LOCAL-IN
mangle | *\
&RDUTE >
|

Y
FORWARD * POST-ROUTE —s=Packet Out

J
I
I
I
I
I
|

Packet in ——=| PRE-ROUTE
mangle, mangle, NAT

filter

mangle, NAT
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Orbit Lab

® 400 nodes with 802.11 radios
- 20x20 grid, node | m apart

® 2 node sandboxes for testing
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Topology

() |

10163 {n}
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TCP throughput
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UDP throughput
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Throughput
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FTP throughput
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Attack resilience
(local attacker)
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Attack resilience
(distant attacker)
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Other experiments

® Similar experiments for multicast
- different topologies, streaming audio/video applications

® (Capability misuse detection based on distributed auditing

® However, static topologies

% 1, A -— A - h v B, S {
-F'.‘.‘-.‘“-’ = B —" n‘ . = 'y .I' s

i Sl ) > py 5 £ o -
NLEE T, SRR R e | W | PR L Al T '.'1‘ Lam u yar oyl RIS v/ % L PN A A e R L

Monday, June 28, 2010



Network Security Lab

Summary

® MANETSs are an interesting problem domain

- resource constraints, trust model, operational
~environment
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